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NCMAS 2020 Proposal
Title: Star Formation and Feedback in a Turbulent Interstellar Medium

Lead CI: M. Krumholz (ANU)
Project: jh2

1. Project aims and outcomes

The overarching goal of this project is to understand the formation of stars and their
feedback on the interstellar medium (ISM). Because the problem as a whole is too daunting to
allow direct simulation of the full system, we identify individual sub-parts of the problem that
we can simulate with reasonable fidelity. For 2020 we plan work on four sub-projects.

1.1. Radiatively-driven galactic winds (supports DP190101258)
Single-scattering radiation pressure 4673

Figure 6. The density field for our fiducial simulation (simulation A) at three successive time outputs (t = 1, 10, 70, respectively). The leftmost panel shows
the early non-linear evolution of the exponential atmosphere subject to the k−4 initial forcing field. The middle panel shows the increasing inhomogeneity in
the atmosphere. The rightmost panel shows the break up of the atmosphere into filaments and blobs that allow the mid-plane flux to escape to high altitude.
The axes and colorbar scales are all in the dimensionless units defined in equations (44)–(49).

We discuss the resolution dependence of our simulations in Ap-
pendix E.

4.2 Variations of optical depth and Eddington ratio

By running the variants of this fiducial simulation (the simulations
in the second section of Table 1), with varying Eddington ratio !Edd

and optical depth τ , we find that there is a critical Eddington ratio
!Edd, crit(τ ) below which large perturbations decay and the long-
term evolution relaxes to hydrostatic equilibrium and above which
we obtain self-sustaining transonic or mildly supersonic turbulence
driven solely by radiation pressure (i.e. the behaviour seen in the
rightmost panel of Fig. 6). For these simulations, we apply the
forcing at each time-step until t = 10 (cT/g) without radiation, when
the system’s velocity dispersion approaches a statistical steady state,
which we take to indicate an approximate dynamical equilibrium.
We then disable the stochastic driving for the remainder of each
simulation, and turn on a source of radiation at the lower boundary
with a flux given by equation (56) to obtain the desired Eddington
ratio.

To illustrate the behaviour of the simulations above and below the
critical Eddington ratio, we show the turbulent velocity dispersion
as a function of time for two pairs of simulations that lie on either
side of the boundary between self-sustaining turbulence and decay-
ing turbulence. Two simulations with self-sustaining turbulence are
shown as solid lines and two simulations with the same optical depth
but with a lower Eddington ratio that exhibit decaying turbulence
are plotted as dotted lines in Fig. 9. We define the (mass-weighted,

1D-equivalent) turbulent velocity dispersion δv as

(δv)2 = 1
M

∫
1
2

(
(vx − ⟨vx⟩)2 + (vy − ⟨vy⟩)2) ρ dV , (61)

where M is the total mass inside the simulation box, vx and vy are
the velocity components, ρ is the mass density, dV is the 2D volume
element, and ⟨vi⟩ = M−1

∫
ρvi dV. We see that for !Edd = 0.8 and

τ = 10, the turbulent velocity dispersion appears to asymptote to
∼ 2cT over many tens of cT/g time-scales.

The turbulent energy density of the same simulations as a function
of time is shown in Fig. 10. The mass-weighted turbulent energy
density

δerad = 1
M

∫ [
1
2
ρ
(
(vx − ⟨vx⟩)2 + (vy − ⟨vy⟩)2)

]
ρ dV (62)

is an order of magnitude less than the radiation energy density at
the lower boundary

emid = (2π/c) !EddFEdd(τ ). (63)

Thus, the turbulent energy density of our idealized disc is not in
equipartition with the radiation energy density at the mid-plane of
the disc, which drives the motion. This energy balance discrepancy
may be due to much of the radiation flux acting to levitate the disc,
which, in hydrostatic equilibrium, does no work on the fluid. We
have verified that, in a time-averaged sense, very little of the flux
escapes from the atmosphere, consistent with our interpretation of
the time-averaged vertical density profiles in Section 4.3.

We show the stable (lower white) and unstable (upper cross-
hatched blue) regions of parameter space empirically determined
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Fig. 1.— Snapshots at three dimensionless times in
simulations of RRTI (Wibking et al. 2018). In the
simulation box shown, gravity points downward and
an isotropic radiation flux enters the computational
domain from the bottom, interacting with the gas therein;
boundary conditions are closed at the bottom, open at
the top, and periodic horizontally. Colours show gas
density in dimensionless units. In this simulation the
radiation field amplifies small initial perturbations in
the density (left panel) which grow to non-linear scales
(middle panel) until much of the gas is catastrophically
ejected (right panel).

Background. One of of the most
dramatic forms of stellar feedback
is galactic winds: flows of mass out
of the star-forming discs of galaxies
into the circumgalactic medium.
While it has long been known that
supernovae can drive winds, there
remains significant uncertainty
about whether the pressure exerted
by starlight might also contribute,
or even dominate, wind production
under some circumstances. The
uncertainty arises because the
rate at which photons are able to
transfer momentum to gas is limited
by the radiation Rayleigh-Taylor
instability (RRTI; Jacquet &
Krumholz 2011, Figure 1), which
is analogous to the usual fluid
Rayleigh-Taylor instability but
with the light fluid replaced by
a radiation field. RRTI allows
gas to escape through optically
thin channels, greatly reducing
the momentum delivered to gas,
and whether radiation can drive
galactic winds depends on the rate
of radiation-gas momentum transfer once the instability saturates. Krumholz & Thompson
(2012, 2013) were the first to carry out radiation-hydrodynamic simulations of RRTI, but
many other authors have followed (e.g., Davis et al. 2014; Rosdahl & Teyssier 2015; Tsang
& Milosavljević 2015; Wibking et al. 2018). The preliminary indication of the numerical
experiments is that radiation fields can drive winds, but that only a tiny fraction of galaxies are
luminous enough to do so; radiation is unimportant for most galaxies (Crocker et al. 2018a,b).
However, the numerical experiments have a a major limitation: none have simultaneously
treated both the highly-beamed direct radiation field that emerges from stars and the much
more diffuse field that results when interstellar dust reprocesses the starlight into the infrared.
However, models suggest that the regime where winds are most likely to be launched is when
both types of radiation field contribute about equally.
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Proposed work. We propose to carry out numerical experiments of the non-linear saturation
of RRTI, using the Krumholz & Thompson (2012) setup adopted by most subsequent authors,
and illustrated in Figure 1: a box of gas with a uniform downward gravitational field into
which radiation is injected from below. We vary the strength of the radiation field and the
optical depth of the gas column, allow the instability to saturate, then measure the rate
of mass ejection from the box and the rate of momentum transfer from radiation to gas.
For the first time we will include both direct and diffuse radiation, by combining the long
characteristics method of Rosen et al. (2017) with a novel GPU-accelerated M1 scheme (Ripoll
et al. 2001; González et al. 2007) that we are developing to handle the diffuse radiation field;
this should be significantly more accurate than the flux-limited diffusion method used in the
original Krumholz & Thompson (2012) work. In 2020 we a plan to complete development
of the M1 scheme and begin a campaign of simulations the explore the vital overlap regime,
which will continue into 2021.

Outcome and significance. Our simulations will produce the first exploration of RRTI
including both direct and diffuse radiation, the regime of greatest astrophysical interest. In
this regime, we will measure the radiation-gas momentum transfer rate as a function of the
system parameters, identifying under what circumstances radiation can launch winds. Using
the methods developed by Crocker et al. (2018a,b), we can in turn map these dimensionless
parameters to observed galaxy properties, thereby settling the question of whether radiation
pressure ever contributes to galactic winds. This will resolve a significant unsolved problem in
galaxy formation theory.

1.2. Galactic chemodynamics (supports FT180100375)

Background. Project two focuses on another important aspect of star formation feedback:
the enrichment of interstellar gas with heavy elements, and the subsequent incorporation
of these elements into a next generation of stars. This is a topic of great current interest
in astronomy because modern highly-multiplexed spectrographs and integral field units
(IFUs) have made it possible in observing campaigns of a few years to obtain spectra, and
thereby measure chemical element abundances, in millions of Milky Way stars, and across the
interstellar media of thousands of nearby Milky Way-like galaxies (e.g., De Silva et al. 2015;
Allen et al. 2015). In principle this abundance information encodes a tremendous amount of
information about galaxy assembly, since heavy elements act like “tracer dyes” in the ISM.
However, to interpret the meanings of these tracer dyes we must understand how they flow
through interstellar space and are subsequently incorporated into stars. Our group has been
leading efforts to answer these questions, both through numerical simulations (e.g., Yang &
Krumholz 2012; Feng & Krumholz 2014; Petit et al. 2015; Fujimoto et al. 2018; Armillotta
et al. 2018) and pencil-and-paper analysis (Krumholz & Ting 2018).

Proposed work. We propose to run simulations of ISM elemental enrichment for two sets of
galaxy parameters: one Milky Way-like, and one M83-like. The simulations run in two stages.
The first is simulations of isolated Milky Way-like galaxies at a resolution of ∼ 5 pc, sufficient
to resolve individual supernova explosions and the elements they inject. We simulate until the
elemental distribution reaches statistical equilibrium (Fujimoto et al. 2018); we show typical
steady-state galaxies in Figure 2. Our first generation of simulations included only elements
produced by type II supernovae, but we have recently upgraded our code to include elements
synthesised in asymptotic giant branch (AGB) stars and type Ia supernovae. We will also
upgrade our existing simulations by introducing an improved model for pre-supernova stellar
feedback, which detailed tests of our first generation model proved are required to reproduce
the observed correlation between gas and newborn stars on < 100 pc scales (Fujimoto et al.
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2019). The second stage follows the approach developed in Armillotta et al. (2018): we
extract ∼ 100 pc regions from the galactic simulation that are on the verge of collapse, and
re-simulate them at ∼ 10−3 pc resolution, sufficient to capture the formation of individual
stars. In addition to the improved initial conditions provided by our second generation galaxy
simulations, we will improve on the first-generation zoom-in simulations by including stellar
feedback and magnetic fields, which we omitted in the first generation runs.Milky Way Analogue Disk Galaxy Visualization SUPERCOMPUTING’17, November 2017, Denver, Colorado USA 
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Figure 1: A disk galaxy similar to the Milky Way. 

 

3 THE VISUALIZATION 
The AVL team represented this computational simulation in a 
realistic way, similar to images of real galaxies collected by visible 
light telescopes. In order to do this, we chose to render the HI 
density, temperature, and metal density volumes from the 
simulation, as well as the stars. The stars� brightness and colors 
are determined by their age, made to correspond with the life cycles 
of star clusters. We colored the gas and dust in the galaxy disk by 
the HI density values from the simulation. The opacity of this disk 
was driven by the density of the heavier elements, in the metal 
density volume. To add to the sense of realism, we included the HII 
density regions, which are shown as red bubbles. We calculated the 
value of HII density as a function of density in a specific 
temperature region. We used this function to cut holes in the bluish 
gas and dust, where we could then place these calculated HII 
density bubbles. Finally, the simulation was contextualized with a 
background of the Tully galaxy dataset. 
 
The simulation contains a large number of supernova events - about 
1,000 per frame, with each frame representing 50,000 years. On the 
timescale of the animation, each supernova would shine for much 
less than a single frame, yielding an unpleasant visual effect similar 
to white noise. We made the aesthetic decision to give the 
supernova events visual persistence, by adding a short falloff 
animation. This five-frame falloff results in a more pleasant, 
smooth glittering. 
 
 

4 THE TECHNOLOGY 
To create interactive previews of scientific datasets, the AVL used 
an original open-source software tool called Partiview [2], which 
was primarily authored by AVL programmer Stuart Levy. 
Partiview is able to render particles, lines, triangle meshes, and star-
like data and interactively update their visual attributes based on 
data attributes. To flexibly navigate through these Partiview 
environments, explore 3D data topology, and develop complex 

camera choreography in an immersive stereoscopic 4K 
environment, the team links Partiview with another original 
software tool called Virtual Director [3], authored by past AVL 
programmers Matt Hall and Marcus Thiebaux. Virtual Director is 
a remotely collaborative camera control and design tool capable of 
performing or keyframing path splines and editing them during 
interactive data playback. 
 
The galaxy�s  evolving shape is outlined by its stars, so a 
Partiview scene was created for the shot using a random subset of 
the stars in the original data.  The team relied heavily on low-
resolution render tests to perfect the camera view. The camera 
choreography was performed by AVL designer Bob Patterson, in 
both mono and stereo. 
 
The final visualizations were made with the commercial visual 
effects tool, Houdini, and its renderer, Mantra. To allow the 
commercial tool to read and process the scientific data, AVL 
programmer Kalina Borkiewicz created the tool ytini [4] - a 
middleware between the scientific analysis and visualization 
python package, yt [5], and Houdini. Ytini uses yt as a data reader 
and exports data into the Houdini-compatible sparse volumetric 
OpenVDB [6] data format. This visualization was our first use of 
this open-source tool, which significantly cut down our typical  
development time. 
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Fig. 2.— Results from a simulation of a Milky Way-like galaxy (Goldbaum et al. 2016). Left:
a volume-rendering of the gas and stars. Right: gas (top) and stellar (bottom) surface densities
in a 20 kpc × 20 kpc projection. The images show the steady-state distributions obtained after
600 Myr of evolution.

Outcome and significance. Our simulations will have two primary outcomes. At the
galactic scale, we will for the first time be able to predict the distributions of multiple elements,
and explore how those distributions vary as a function of elements’ astrophysical origin sites
and of the physical properties of the galaxy. These simulations will be directly comparable
to the observed abundance maps coming out of IFU surveys, and will be useful in testing
propositions based on those observations, for example that galaxy metallicity gradients are
diagnostic of the strength of galactic winds (e.g., Ho et al. 2015). At the stellar scale, we will
determine the relationship between chemical and physical space over scales of ∼ 10 − 100 pc
and times of ∼ 10 Myr. This is precisely what is needed to interpret observations emerging
from Australian stellar abundance surveys such as GALAH (De Silva et al. 2015), i.e., we will
be able to say whether a measured 10% difference in abundances across elements with different
astrophysical origin sites indicates that the stars were born within ∼ 1 pc of one another,
within ∼ 10 pc, or within ∼ 1 kpc.

1.3. The life cycle of galaxy centres (supports DP190101258 and UA-DAAD)

Background. Our third project focuses on star formation at the centres of nearby galaxies,
including our own. These regions are particularly important because they are the closest local
analogs to the dense, warm conditions under which stars formed in the early Universe (e.g.,
Kruijssen & Longmore 2013). Indeed, there is strong observational evidence that Milky Way’s
central molecular zone (CMZ) undergoes periodic cycles of starburst and quenching (e.g.,
Kruijssen et al. 2014; Krumholz & Kruijssen 2015; Krumholz et al. 2017), and that it drives a
wind of neutral hydrogen out of the Galaxy (e.g., McClure-Griffiths et al. 2013; Di Teodoro
et al. 2018); both these features are expected to be ubiquitous in high-redshift galaxies. In
the last year we carried out a first simulation of the Milky Way CMZ (Armillotta et al. 2019,
see Progress Report for further details), and showed that we indeed produce a wind, and
reproduce the observed burst/quench cycle.
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Proposed work. In the coming year we will carry out two additional studies. First, since
the exact gravitational potential of the stars in the Milky Way CMZ is only poorly known, we
will repeat the Armillotta et al. (2019) simulation with an alternative version of the potential,
so as to determine the sensitivity of CMZ dynamics to the potential. Second, we wish to
carry out an analogous study of the centre of the nearby galaxy M83, using the same physics
but with a gravitational potential and gas content chosen to mimic that galaxy rather than
the Milky Way. M83 is an attractive target because it is relatively similar to the Milky Way
in bulk properties, but appears to be at the opposite end of its burst/quench cycle (M83
is near maximum star formation rate, Milky Way near minimum), allowing comparison to
observations when in a very different state. Moreover, M83 has recently been the subject of
an extensive survey with the Atacama Large Millimetre Telescope (ALMA; Callanan et al., in
prep.), so excellent comparison data are available, to which the CI of this proposal has access
via his membership in the collaboration that obtained the data.

Outcome and significance. We anticipate two main scientific outcomes of this study.
First, we will determine the sensitivity of the Milky Way CMZ’s star formation and wind cycle
to the stellar potential of the Galaxy. Not only will this help us understand our own Galaxy
better, such a study will reveal to what extent the phenomenology of the Milky Way centre –
for example the burst period – is ubiquitous, and to what extent it depends on peculiarities
of our Galaxy. Second, we will learn if M83 and the Milky Way really are similar in most
respects, and most importantly if M83 is expected to have a wind similar to the Milky Way’s.
Answers to these questions will be crucial for interpreting the ALMA data.

1.4. Stochasticity-robust stellar population inference (supports FT180100375)

Background. The first three projects focus on direct simulation of star formation and
the ISM; this fourth project instead focuses on novel methods for interpreting astronomical
observations that are relevant to the first three projects. Beyond the Milky Way and its
closest neighbours, we generally cannot resolve individual stars; instead, we infer properties of
the observed system from the integrated light of all the stellar population, plus the nebular
line emission produced when starlight is processed through the ISM. The nebular light is
critical to measurements of elemental abundances (e.g., Kewley et al. 2019). As IFUs have
allowed us to resolve smaller and smaller regions of galaxies, however, we have encountered
the problem of stochasticity. Stellar masses are randomly drawn from a distribution known
as the initial mass function (IMF), and if one observes an entire galaxy, one can reasonably
assume that the observed light will be an average over the IMF. However, that average tends
to be dominated by a few very rare, massive stars, which are far brighter than their more
numerous low-mass cousins. In the small regions that IFUs are now probing, the expected
number of such massive stars may be ∼< 1, leading to large stochastic fluctuations in light
output; two stellar populations whose bulk properties (e.g., total mass and age) are nearly
identical may nevertheless have very different luminosity and colour because one happens
to contain a very massive star and the other does not. In the stochastic regime, traditional
statistical methods (for example χ2 minimisation) for determining the properties of the stellar
population producing the light fail, because the mapping from physical properties (mass, age)
to light is non-deterministic.

Proposed work. Our group has developed the Stochastically Lighting Up Galaxies (SLUG)
code to perform inferences in this regime (da Silva et al. 2012, 2014; Krumholz et al. 2015a),
and we have demonstrated successful that SLUG can produce reliable posterior probability
distribution functions (PDFs), properly accounting for stochastic fluctuations, on both
observed galaxies (Krumholz et al. 2015b, Figure 3) and synthetic data (Krumholz et al.
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2019). The basic technique is explained below, in Section 2.4, but a short summary is that
one uses a library of Monte Carlo realisations of the stellar population, and then compares
observed systems to the library. Thus far our work with SLUG has focused on recovering
the properties of star clusters, but we now wish to extend that technique to the problem of
recovering elemental abundances as revealed by the nebular lines produced when the light of
young clusters is reprocessed by the ISM. This is computationally-challenging problem because
of the large number of Monte Carlo realisations required, and the complexity of calculations
of nebular reprocessing.

Stochastic Star Cluster Models in LEGUS 11

leaving a discussion of the dependence of the results on
these choices to the subsequent sections. We analyze
the entire photometric catalog described in Section 2.1,
and for each cluster we compute the marginal posterior
probability of mass, age, and extinction on a grid of 128
points each, covering the full range of each of these values
present in our synthetic library.
The computation is relatively fast – deriving each pos-

terior PDF requires ⇠ 1 CPU-second per cluster for
most high-confidence clusters in the catalog; those with
the largest photometric error bars, or that are not well-
fit by any models in our catalog (as is the case for
many of the visually-rejected candidates, which we have
nonetheless analyzed for completeness) may take up to
a few tens of CPU-seconds, since large error bars re-
quire that we search a larger volume of parameter space.
Overall, we find that deriving posterior PDFs for all
⇠ 3000 candidate clusters in the full catalog using a sin-
gle cluster slug library and sets of priors requires a
few hours using a multi-core workstation; performing a
similar analysis for the ⇠ 600 high-confidence clusters
requires tens of minutes.
Figures 5, 6, and 7 show sample marginal posterior

distributions for mass, age, and extinction for 15 clus-
ters per field in our 3 sample fields. The clusters shown
are chosen to be uniformly distributed in the 50th per-
centile estimates of their log mass, log age, and extinc-
tion. From the plots, we can see that in most cases the
cluster slug models identify a fairly narrow range of
possible masses for each cluster, with a typical interquar-
tile range of ⇠ 0.2 � 0.3 dex on the posterior probabil-
ity. The distributions are for the most part unimodal.
However, we can see that there are a few cases where
the posterior mass distribution is broader or even bi-
modal, or where there is a tail of probability extending to
very di↵erent masses, so that the 10th or 90th percentile
whiskers extend very far beyond the 1st to 3rd quartile
range.
In comparison, the posterior probability distributions

of age are somewhat broader and more likely to be bi-
modal. In the bimodal cases there is often one peak at
a relatively old age, and another at an age of ⇠ 106.5

yr. This is particularly true for NGC628, which has the
broadest photometric errors. The relative weighting of
the two possible age fits, as we shall see below, is not in-
dependent of our choice of priors. In these cases the me-
dian age may not be a good representation of the actual
age, because the median occurs near a local minimum of
the PDF that lies partway between the two peaks. The
posterior PDFs of extinction are also quite broad. In
some cases they are bimodal, while in others they dis-
play a single peak but with an extended tail.
The nature of these bimodal fits is illustrated in Fig-

ure 8, which shows various 2D projections of the posterior
PDFs for one example cluster from NGC628e, which is
typical of many of the bimodal fits we find. As the Fig-
ure shows, the data are consistent with two “islands”
of probability. The young island corresponds to an ex-
tinction AV ⇠ 0.2 � 1.5, age T . 3 � 10 Myr, and
mass M ⇠ 3000 M�, while the old one is centered near
AV ⇠ 0.1, T ⇠ 500 Myr, M ⇠ 3�5⇥104 M�. The color
and luminosity of this cluster can therefore be fit well by
either a relatively massive, extinction-free, old cluster, or
a younger, somewhat less massive cluster that is red due

Figure 5. Box and whisker plot showing the marginal posterior
probability distributions for star cluster mass for 15 example
clusters per field in our 3 sample fields; the cluster IDs in the
LEGUS photometric catalog are as indicated, and clusters are
ordered from smallest to largest estimated 50th percentile mass.
Note that ID numbers appear alternately above and below the
boxes and whiskers. For each cluster, the blue colored band shows
the probability density at each mass, as indicated in the color
bar. Note that the color bar has been clipped above probability
densities of 1.0 in order to reveal lower probability density features.
The box and whisker plots (red) show percentiles: the lower and
upper boxes indicate the range from the 1st to 2nd quartiles, and
from the 2nd to 3rd quartiles, respectively. The lower and upper
whiskers extend to the 10th and 90th percentiles, respectively.

to greater extinction.
The conclusions that many clusters when analyzed

stochastically show multiple probability maxima is not
new, and has been pointed out previously by Fouesneau
et al. (2012, 2014), de Meulenaer et al. (2013, 2014, 2015),
and Krumholz et al. (2015). Indeed, one could obtain
such a result even with a deterministic method, provided
that one used the full posterior PDF rather than an ap-
proximation to it such as a Gaussian centered on the
local minimum of �2. The primary reason is that there
are a number of places in color space where star clusters

Fig. 3.— Example application of
SLUG (Krumholz et al. 2015b). Each
stripe indicates the marginal posterior
probability distribution for mass inferred
for a star cluster in the Hubble Space
Telescope LEGUS survey (Calzetti et al.
2015); clusters are labelled by catalog
ID number. Red boxes indicate the
2nd and 3rd quartiles, and whiskers
mark the 10th to 90th percentile range.
Stochasticity causes some clusters to have
extraordinarily broader posteriors.

Outcome and significance. The primary
outcome of calculation will be the library of
Monte Carlo simulations of line emission from
interstellar gas, which we will use to build a
tool for inferring elemental abundances from
emission lines, properly accounting for stochastic
fluctuations in stellar populations. As with the
rest of the SLUG package, this tool will be freely
available, and will not require supercomputing
resources to use; constructing the initial sample
library is computationally expensive, but the
parameter estimation step can be done on a
workstation. Based on current usage of other
SLUG-based tools, we anticipate wide adoption
of the method by researchers carrying out high
resolution mapping of metal abundances, for
example large Australian IFU surveys such as
SAMI (Allen et al. 2015). An additional benefit
of this research is that we will determine which
emission lines are most robust against stochastic
fluctuations, which will be helpful in planning
future surveys.

2. Numerical methods

Our group uses a number of different
codes, some developed in-house (ORION and
SLUG) and some public. Project 1 will use the
ORION code, which is specialised for radiation-
magnetohydrodynamics (MHD) and star
formation. Project 2 will use ORION and enzo,
another code that is specialised for galaxies and
cosmology. Project 3 will us GIZMO, a meshless
hydrodynamics code that has advantages for
simulating the high bulk velocity flows found in
galactic centres. Finally, project 4 will use the
SLUG code discussed above. Here we summarise
the physical models and algorithms used in each
code, leaving a detailed discussion of workflows to
the Resources section.
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2.1. ORION

ORION is a block-structured adaptive mesh refinement (AMR) code based on the Berger
& Oliger (1984) and Berger & Colella (1989) method. The simulation begins on a uniform
Eulerian grid, but as it runs the code dynamically adds finer Eulerian grids to cover regions
of interest, based on user-specified criteria – in our case, regions that are self-gravitating
(Truelove et al. 1997) or where there are sharp gradients in the radiation field indicating fronts
subject to RRTI (e.g. Rosen et al. 2016). Within this framework there are three second-order
accurate physics modules, which operate sequentially in an operator-split manner. The
first solves the equations of ideal, compressible MHD using an unsplit, TVD, Godunov,
constrained-transport scheme that maintains zero magnetic divergence to machine precision
(Li et al. 2012). The second solves the Poisson equation of self-gravity using a multigrid
method (Martin et al. 2008). The third solves the equation of radiative transfer using the
hybrid adaptive ray-moment method developed by Rosen et al. (2017), which combines long
characteristics to follow the highly-beamed radiation field from point sources with flux-limited
diffusion (FLD) to follow the radiation field reprocessed by dust (Krumholz et al. 2007). We
plan to replace the FLD method with an M1 method, accelerated by GPU, during 2020; the
M1 method should be significantly more accurate, and, thanks to GPU acceleration, may
prove to be faster as well. In addition to the physics modules, the code can represent stars by
using accreting, radiating sink particles (Krumholz et al. 2004) coupled to a subgrid stellar
evolution model (Offner et al. 2009). We will use this capability for project 2, where we wish
to follow the formation of individual stars which must then be able to feed back on the gas
around them with radiation and outflows.

2.2. enzo

enzo is also an AMR code, using the same basic architecture as ORION. It solves the
Euler equations for compressible gas dynamics plus the Poisson equation for gravity (Bryan
et al. 2014). The gas equations are solved simultaneously with the equations describing the
evolution of a large ensemble of collisionless point masses that can represent either stars or
dark matter. The hydrodynamic solver is a piecewise parabolic Godunov method, and enzo

solves the Poisson equation for self-gravity using a particle-mesh Fourier transform method.
The code also implements radiative heating and cooling via the GRACKLE package (Smith et al.
2017), which provides a set of pre-tabulated heating cooling rates as a function of density and
temperature. We have modified the public version of enzo by adding a new sub-grid model
for stochastic star formation and nucleosynthesis, based on SLUG, which we use to calculate
stellar feedback and element yields. Compared to ORION, enzo’s advantage for galaxy-scale
simulations is that it is much more efficient at handling the large numbers of collisionless
particles required to represent old stars and dark matter.

2.3. GIZMO

GIZMO is a smoothed particle hydrodynamics-type arbitrary Lagrangian-Eulerian (ALE)
code for MHD plus gravity. The MHD method uses a Riemann solver that can operate in
either finite mass (Lagrangian) or finite volume (Eulerian) mode (Hopkins 2015; Hopkins &
Raives 2016), while gravity uses a distributed-memory tree method descended from that in
the popular cosmology code GADGET (Springel 2005). The scheme is second-order accurate in
space and time. As with enzo, we have modified GIZMO to include stochastic stellar feedback
based on SLUG. We have selected GIZMO rather than enzo for our CMZ simulations because in
the CMZ there are very high streaming velocities (∼ 200 km s−1), but due to the organised
nature of the flow the relative velocities between nearby fluid elements tend to be substantially
smaller. In this configuration a Lagrangian method allows significantly larger time steps.
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2.4. SLUG

SLUG is a stellar population synthesis (SPS) code, meaning that it combines pre-tabulated
calculations of stellar evolution with models of stellar atmospheres, response functions for
telescope filters, and tables of nucleosynthetic yields, to predict the light and nucleosynthetic
yields for populations of stars with specified mass, age and metallicity distributions (da Silva
et al. 2012, 2014; Krumholz et al. 2015a,b, 2019). The primary distinction between SLUG

and other SPS codes is that, rather than simply using the input distributions to calculate
mean values for the stellar output, SLUG carries out Monte Carlo calculations to determine
the full probability distribution of outputs for a given input distribution. In addition to the
basic Monte Carlo tool, the SLUG software suite includes a tool called bayesphot to solve the
inverse problem: given the light output by an observed system, what should one infer about
the physical properties (e.g., mass, age) of the stars producing the light? This tool operates
on a large library of Monte Carlo simulations of stochastic light output produced by SLUG;
we are requesting the CPU time required to build a library suitable for using bayesphot

on emission line data. The basic approach is to use the library to build a Gaussian kernel
density estimate (KDE) for the joint PDF of physical properties and light output. We then
use KD-tree techniques operating in N lnN time to convolve this PDF with a Gaussian
distribution representing the luminosity of an observed system in some filter, and the error
distribution around it. We then project the convolved KDE into the physical dimensions to
derive marginal posterior probability distributions for variables of interest.
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Wibking, B. D., Thompson, T. A., & Krumholz, M. R. 2018, MNRAS, 477, 4665
Yang, C.-C., & Krumholz, M. 2012, ApJ, 758, 48


	Project aims and outcomes
	Radiatively-driven galactic winds (supports DP190101258)
	Galactic chemodynamics (supports FT180100375)
	The life cycle of galaxy centres (supports DP190101258 and UA-DAAD)
	Stochasticity-robust stellar population inference (supports FT180100375)

	Numerical methods
	ORION
	enzo
	GIZMO
	SLUG


